Factors in the Design and Development of a Data Warehouse for Academic Data.

Margaret C. Lester
East Tennessee State University

Follow this and additional works at: http://dc.etsu.edu/etd

Recommended Citation

This Thesis - Open Access is brought to you for free and open access by Digital Commons @ East Tennessee State University. It has been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of Digital Commons @ East Tennessee State University. For more information, please contact dadmin@etsu.edu.
Factors in the Design and Development of a Data Warehouse for Academic Data

A thesis presented to
the faculty of the Department of Computer Science
East Tennessee State University

In partial fulfillment
of the requirements for the degree
Master of Science in Information Systems Science

by
Margaret C. Lester
May 2003

Dr. Donald Sanderson, Chair
Ms. Lorie Moffitt
Ms. Kellie Price

Keywords: data warehouse, data warehousing, data models, data warehouse design, academic data warehouse
ABSTRACT

Factors in the Design and Development of a Data Warehouse for Academic Data

by
Margaret C. Lester

Data warehousing is a relatively new field in the realm of information technology, and current research centers primarily around data warehousing in business environments. As new as the field is in these environments, only recently have educational institutions begun to embark on data warehousing projects, and little research has been done regarding the special considerations and characteristics of academic data and the complexity of analyzing such data. Educational institutions measure success very differently from business-oriented organizations, and the analyses that are meaningful in such environments pose unique and intricate problems in data warehousing. This research describes the process of developing a data warehouse for a community college, focusing on issues specific to academic data.
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CHAPTER 1
INTRODUCTION

Data warehousing is a relatively new field in the realm of information technology, and as a result, there is not a wealth of analytical documentation of the data warehousing processes. Current research that does exist centers primarily around data warehousing in business environments. As new as the field is in these environments, only recently have educational institutions begun to embark on data warehousing projects, and little research has been done regarding the special considerations and characteristics of academic data, and the complexity of analyzing such data. Educational institutions measure success very differently from business-oriented organizations, and the analyses that are meaningful in such environments pose unique and intricate problems in data warehousing. Therefore, we need a better understanding of how to develop good data warehouses for academic institutions. This research describes the process of developing a data warehouse for a community college, focusing on issues specific to academic data.

1.1 Background
1.1.1 Definition of Data Warehouse

Bill Inmon, who is recognized as the “father of data warehousing”, defines a data warehouse as “a subject-oriented, integrated, time-variant, non-volatile collection of data in support of management’s decision-making process” (Inmon 1996). Ralph Kimball, another noted authority on data warehousing, defines it more simply as “a copy of transaction data specifically structured for query and analysis” (Kimball 1996). Both of these definitions stress that a data warehouse is a collection of data separate from the databases that support the day-to-day operations of an organization, and that it is specially designed for the purpose of producing reports. Therefore, the process of designing a data warehouse is somewhat different from the process of developing an on-line transaction
processing (OLTP) database. The next section explains some of these differences in terms of design processes.

1.1.2 Designing a Data Warehouse

Data models have long been used as a communications tool between database developers and the user community. Data models help developers to visualize the structure of a business or organization, but they are descriptive enough for end users to understand so that they can ensure that the model does indeed reflect their business requirements. Figure 1 shows the three-tier architecture of data processing systems, as defined by Hay (Hay 1997). The data models are the primary component of the conceptual level, serving as the translator between the external views of the end users and the internal implementation that is the physical layer.

In OLTP systems, data models describe the business operations in terms of small, predefined transactions. These models tend to be rather complex, and
the end users rarely interact directly with them, relying instead on IT personnel to process reports for them. In contrast, data models for data warehouses, also called on-line analytical processing (OLAP) systems, are considerably simpler, because the intent is for end users to interact with the models to produce their own reports. Creating these simplified models requires careful analysis of the data sources in order to discover data that will be most useful for analysis and then organizing that data so that it is easy to access and understand.

1.1.3 Evaluating the Data Warehouse

The purpose of having a good design is to have a product at the end that will be of benefit to the organization. The best judge of whether or not a data warehouse is “good” is the end user. Therefore, the best way to evaluate the quality of the data warehouse is through customer satisfaction surveys. To develop these surveys, we need to understand the factors that measure the quality of a data warehouse, and the components of the warehouse that impact those factors.

The Foundations of Data Warehouse Quality project (DWQ), a 3-year ESPRIT research project (Jarke and Vassiliou 1997), set out to develop a quality framework that is specifically mapped to the data warehouse architecture. Figure 2 shows the five quality factors that were used as the framework for DWQ, and the components of the data warehouse that impact each of them. To evaluate the quality of the data warehouse, we must develop a set of baseline performance requirements, define the metrics to measure the properties of the data warehouse components, and then formulate tests to relate the baseline goals to the metrics.
1.2 Description of Research

This research will focus on a data warehousing project for Northeast State Technical Community College to support analysis of the Developmental Studies Program. Data will be extracted primarily from the Student Information System (SIS) (SCT Corp. 1997) covering a five-year period. While many factors in the construction of a data warehouse affect the quality of the end product, this research will focus on the data modeling aspect of data warehouse planning and construction. Specifically, it will look at two methods of constructing data warehouse models in an attempt to determine which is most effective for the source data that we have.

The first phase of the research will consist of designing the data warehouse itself. This will be accomplished by analyzing the source data to develop the data models. Then the data models will be used to design the data warehouse tables. Next, data must be extracted and loaded into the data warehouse tables. Finally, the reporting tools will be configured and end users will be trained to produce reports.
The goal of the next phase of research is to develop the baseline measurements to evaluate the quality of the data warehouse. End users will be surveyed to determine their expectations for the warehouse. These measurements will be used in the final phase to develop an evaluation instrument, which will include a customer satisfaction survey to determine if the end product is a quality data warehouse that can provide needed information to the college.

The sections that follow will detail the processes followed and the findings of each of these phases. Section 2 explains the development method that was followed to design and develop the data warehouse, including considerations specific to academic data that proved to be major factors in the design. Section 3 describes the development of the end user survey and the results of that survey, and section 4 shows how the evaluation tool was developed from the survey results, as well as the results of the evaluation. The conclusions of the research and future work are detailed in the final section.
CHAPTER 2
DESIGN AND DEVELOPMENT OF THE DATA WAREHOUSE

2.1 Modeling Multidimensionality

The most common representation of the OLAP data model is a cube because this visualization is the easiest for end users to understand. Each side of the cube represents a dimension of the data being analyzed. The cells of the cube contain the facts relating to the intersection of the dimensions. Table 1 is a simple analysis of grade distributions for courses over a number of semesters. Figure 3 shows how this same information would be represented in a cube. In contrast to the traditional normalized relational model used for databases, the dimensional model is denormalized for reporting speed, as it minimizes the number of table joins required to satisfy queries. Common cube operations are (Kelly 1998):

- Drill-down: zooming in for more detail
- Roll-up: aggregating or summarizing data
- Slice-and-dice: focusing on a specific attribute of a dimension
- Pivot: rotating from one dimension to another

<table>
<thead>
<tr>
<th>Course</th>
<th>Semester</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATH0700</td>
<td>00F</td>
<td>53</td>
<td>69</td>
<td>23</td>
<td>14</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>01S</td>
<td>48</td>
<td>58</td>
<td>32</td>
<td>12</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>01U</td>
<td>24</td>
<td>10</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>01F</td>
<td>67</td>
<td>72</td>
<td>51</td>
<td>10</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>MATH0800</td>
<td>00F</td>
<td>30</td>
<td>44</td>
<td>26</td>
<td>12</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>01S</td>
<td>46</td>
<td>24</td>
<td>13</td>
<td>16</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>01U</td>
<td>13</td>
<td>25</td>
<td>27</td>
<td>3</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>01F</td>
<td>38</td>
<td>51</td>
<td>35</td>
<td>14</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>ENGL1100</td>
<td>00F</td>
<td>63</td>
<td>38</td>
<td>19</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>01S</td>
<td>41</td>
<td>12</td>
<td>28</td>
<td>15</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>01U</td>
<td>24</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>01F</td>
<td>74</td>
<td>22</td>
<td>27</td>
<td>9</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>
The logical choice for a physical database in which to store this multidimensional model would seem to be the multidimensional database (MDDB). Indeed, MDDB’s produce faster query results and provide a logical grouping of data elements and their hierarchies that are easier for end users to understand. However, MDDB’s suffer from several significant problems that can make them impractical for an entire data warehouse. First, cells are “reserved” at every intersection of the dimensions, but there may not be data to fill them, resulting in a “sparse” database (Kelly 1998). For example, if we replaced the “Grades” dimension in Figure 3 with a “Student” dimension, and stored student grades in the cells (see Figure 4), very few of the cells would actually contain data, because a single student would only be enrolled in very few of the courses offered by a college during a single semester. In reality, the data would be summarized somewhat, as in Figure 3 before being stored in the MDDB. The disadvantage to this solution is that we have limited some of the options of rearranging the data to expand the types of analysis that can be performed. For example, if we go ahead and aggregate the student data into the “Grades” dimension, we can no longer analyze data based on student attributes such as gender or classification.

![Figure 3 – Grade Distribution in a Cube](image)
Secondly, most MDDB’s have a limit to the number of cells and/or dimensions that can be managed (Kelly 1998). Further, the time dimension, which is always required in a data warehouse, can add orders of magnitude of complexity to the database, particularly if many different measures of periodicity are required. MDDB’s can be useful for storing the external views of data marts, where requirements are well-known in advance and users will not be performing frequent drill-down operations. However, the relational database structure provides the flexibility and scalability required for most data warehouses. The problem, then, is how to model the multidimensional views understood by the users in two dimensions.

2.2 Star Schema

The model traditionally used for relational database representation is the entity-relationship (ER) model. However, ER models tend to be complex because they are designed for OLTP systems in which data integrity concerns and transaction speed requirements make data redundancy highly undesirable. In data warehouses, however, query speed is most important and data integrity is
already insured by the data cleansing and transformation processes. Because users will be interacting directly with the model, a design that is easier to understand is necessary. The compromise is the star schema.

The star schema contains many of the components found in ER models: entities, attributes, relationship connections, min-max values, optionality, and primary keys. However, the star schema is a simpler, denormalized structure, and numerical attributes, called “measures”, are generally restricted to the central fact table. Figure 5 shows an ER diagram for a grocery store chain database.

Figure 6 is a star schema that can be constructed from the original schema to support a sales analysis. In some cases, it may be desirable to provide a more normalized format to give users the ability to view even more detailed information. The snowflake schema adds hierarchies to the dimensions and eliminates some of the data redundancy. Snowflake schemas are especially
desirable if the redundancy in the original dimension results in an unacceptable storage space burden (Kelly 1998). Figure 7 expands the star schema for the Grocery Store to the more normalized snowflake schema.

While dimensional modeling using the star and snowflake models is generally regarded as the best solution by most data warehouse experts, it is not without its pitfalls. First, denormalization is risky in situations where data will be changing frequently. This is not usually of great concern for data warehouses, because the data being used are static, historical data, but should always be considered. Also, denormalized models tend to be less flexible, which puts even greater emphasis on careful requirements gathering. Secondly, while it is not
unusual for the fact table to be very large, the dimension tables should generally be small. In a query operation on the star schema, the dimension tables are joined first to produce the intermediate result table. Then that table is processed against the fact table. If the intermediate table is very large, due to one or more large dimension tables, performance is impacted severely (Kelly 1998).
A third issue that can impact performance, as well as understandability, is “snowflakiness”. While the more normalized structure of the snowflake model may be less disconcerting for the traditional database designer, too much of it adds complexity to the model from the user’s perspective and reduces the benefits of the star schema by increasing the number of joins required for queries. Finally, data sharing may be an issue in some data warehouse implementations. Assuming that a single star schema represents a data mart, each star schema may be implemented in its own database. If this is the case, then any dimension that is used in other data marts, such as the time dimension, must be duplicated in each of those databases as well, with all of the associated risks (Kelly 1998).

2.3 The Methods

There is disagreement in the data warehouse community about the best method to use for designing the warehouse architecture. The approaches recommended generally fall into one of two categories. The first method involves meticulous analysis of the source data and then constructing models for a comprehensive data warehouse. This method will be referred to as the “bottom-up” method. The second approach, which we will call the “top-down” method, looks at potential data marts that will be needed for the overall data warehouse and then designs data models to support the data marts. The data warehouse is considered complete when all of the data marts have been constructed. The details of each method will be outlined in the sections that follow.

2.3.1 The Bottom-Up Approach

The bottom-up method described in (IBM 1998) begins with a clear understanding of the conceptual view of the business as a whole and then selects the parts of that view that will be useful for business analysis in the data warehouse. Table 2 outlines the six steps of the bottom-up method. The first
step is to create the ER diagram of the source data, if one does not already exist. Then, all associative entities and subtype entities are removed from the diagram. Next, the model is simplified by rolling up entities at the ends of many-to-many relationships into single entities. As entities are eliminated, any attributes associated with them that would be useful for analysis should be retained.

Once the model has been simplified, the designer works with business executives and analysts to determine what parts of the model will be valuable in the data warehouse, as well as identifying information that is not currently included in the model. At this point, the dimensional model can be constructed. This is done by identifying the measures that will make up the fact table and the dimensions that are desired and adding a time dimension. The next step is to create the facts. The designer can determine the desired level of detail, or granularity of data, from the requirements. One of the factors to consider in this step is the additivity of the measures. Additivity is the ability of a measure to be summarized. Some measures, such as percentages, are non-additive, as they cannot be summarized across the time dimensions to produce meaningful information. In general, all measures should be fully additive. If they are not, they may need to be broken down further. After all of the facts have been

<table>
<thead>
<tr>
<th>Table 2 – The Bottom-Up Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1:</strong> Create ER diagram of data source(s)</td>
</tr>
<tr>
<td><strong>Step 2:</strong> Remove associative entities and subtypes</td>
</tr>
<tr>
<td><strong>Step 3:</strong> Merge entities in M:N relationships</td>
</tr>
<tr>
<td><strong>Step 4:</strong> Identify parts of the model to be used in DW</td>
</tr>
<tr>
<td><strong>Step 5:</strong> Identify the measures and dimensions</td>
</tr>
<tr>
<td><strong>Step 6:</strong> Create facts</td>
</tr>
</tbody>
</table>
created, they are merged into a single fact table and linked to the dimension tables, completing the star schema.

2.3.2 The Top-Down Approach

The top-down design method begins by looking at the external user views of the organization by studying query behavior. The potential data marts are then identified by creating materialized views that can satisfy the queries. A materialized view is defined as a preprocessed query that is stored for faster retrieval. A carefully designed materialized view can serve many different queries. There is currently much research in the academic community involving identifying and constructing materialized views, particularly views that are self-maintaining. To build a data mart, materialized views are analyzed to discover the common facts and dimensions being used in the queries (Kimball 1999). The next step is to construct a matrix of the potential data marts (fact tables) and the dimensions they would have in common (Moriarty 1995). Figure 8 shows a sample matrix for proposed academic data marts.

<table>
<thead>
<tr>
<th>Data Marts</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
</tr>
<tr>
<td>Grade Distribution</td>
<td>X</td>
</tr>
<tr>
<td>Faculty Work Load</td>
<td>X</td>
</tr>
<tr>
<td>Cost Study</td>
<td>X</td>
</tr>
<tr>
<td>Room Utilization</td>
<td>X</td>
</tr>
</tbody>
</table>

Figure 8 – Matrix of Proposed Facts and Dimensions

At this point, it may be necessary to have user groups meet to resolve any conflicts in business rules or definitions that might appear in the dimension tables. For example, the Admissions and Records department will view data primarily by academic calendars, while the Business Office will view their data on
a fiscal year basis. In such situations, a compromise must be reached, whether it is a common calendar, or an agreement that both calendars will be represented in the dimension table. Once all conflicts have been resolved, the star schemas are designed using the matrix. Finally, the source data are analyzed to locate the information that will be needed to populate the data marts.

2.3.3 The Better Approach?

Each of these approaches has its advantages and disadvantages, but it is not clear which approach produces the better quality data warehouse. The bottom-up approach is generally viewed as being more flexible and scalable, because the foundation is laid for adding more functionality to the data warehouse by building the entire conceptual schema first. Advocates of the top-down method, however, believe that the quicker implementation time of their method outweighs the benefits of analyzing source data that may never be used (Moriarty 1995). The top-down approach also tends to produce a more streamlined data warehouse, since it does not contain any extra data that end users are not currently accessing in their queries.

2.3.4 Comparison of Methods

The first step in comparing these methods will be to design the data models using the bottom-up method, and then construct a data warehouse based on those models. Then the reports generated from the data warehouse will be compared with current reports from the SIS system. The objective here will be to discover discrepancies between the data warehouse reports and the reports currently being used, because those reports would be the basis of the top-down modeling approach. The next section describes the processes followed to design the data warehouse using the bottom-up method.
2.4 Design and Development Using the Bottom-Up Method

This section describes in detail the processes used to design and develop a data warehouse to support analysis is the Developmental Studies Program (DSP) at Northeast State. This program provides pre-college level training for students who have not demonstrated the necessary skills in the areas of mathematics, reading, and writing to enable them to perform well in college level classes. Readiness is determined by various test scores, such as the ACT and SAT, as well as performance on specialized academic placement tests administered by the college. College administrators are interested in evaluating the success of the program from many angles, such as student and instructor demographics. Success will be measured by student performance in DSP courses, performance in subsequent college-level classes, and graduation rates. Also, DSP student performance will be compared with the performance of students not in the program. The analysis will span a five-year period, from the Spring semester of 1997 through the Fall semester of 2001. The next section describes the process followed to analyze the source data and design the data models.

2.4.1 Analyzing the Source Data

The bottom-up method requires that the source data be modeled in a relational database model – the Entity-Relationship (ER) model. Because such a model does not exist for the source systems, the first step will be to design one. The database system used for all of the administrative operations of the college is a flat file system. It actually consists of three separate systems – the Student Information System (SIS), the Human Resources System (HRS), and the Financial Records System (FRS) – and these systems do not connect with other, except via batch processes. We will only be using the files needed to support the DSP analysis, but our model should be flexible enough to allow for future expansion.
2.4.1.1 High-Level Analysis.

The source data analysis turned out to be an iterative process, looking at the data sources in increasingly finer detail. The first step was to identify the source files that contain the data necessary to support the analysis of the Developmental Studies Program. Initially, three files from SIS were selected, but other files were added as the analysis progressed. The three initial files were the Student Demographics file, the Course Term file, and the Student Term file.

The next step was to look at the internal structure of these files. In general, all of the files in the system have a similar structure: uniquely keyed records with one or more embedded arrays (see Figure 9), referred to as “segments”. The segments are usually, but not always, directly related to the subject of the file. For example, the Student Term file contains segments for the student’s current academic programs (majors and concentrations) and courses the student is enrolled in for the term, but also contains a segment for financial aid information. Another characteristic of these files is that data elements (the equivalent of a column in a relational database) are frequently duplicated in

![Figure 9 – Student Demographic File Format](image-url)
different files. For example, the Demographics file stores up to 16 instances of academic programs that a student has been enrolled in at the institution. Much of this information, such as the major and department offering the major, is duplicated in the Student Term file, which stores the student's academic program for each term. Also, some of the files have space designated as “user-defined filler” that can be used to store essentially anything the institution wants to store. As a result, data may be stored within a segment that does not necessarily match the “theme” of that segment, but are nevertheless data that is important to the institution and possibly useful for analytical processing.

2.4.1.2 Lower-Level Analysis – The Data Elements.

Some implementations of the bottom-up strategy propose representing every data element present in the source data in the ER schema. However, if there are many data elements in the source files that are not being used, the resulting data warehouse can become “overstuffed” and inefficient. Initial analysis of our source files indicates that many of the fields are currently unused or are inappropriate for analytical processing. Therefore, in order to make a more efficient, understandable, and manageable warehouse, we will stray from a “pure” bottom-up approach. Only data elements that (1) are currently being used and (2) could be useful for analysis will be included in the data warehouse schema. The next task, then, is to look at each data element in each file and decide whether or not to warehouse it. For each of these elements, the following questions were asked:

- Do we use this element?
- Have we been using it for the past 5 years?
- How have we used it (i.e. has it been consistently, correctly entered in the system)?
- If the data element is stored in more than one place, which copy do we consider to be most correct?
These questions establish, in essence, the “business rules”, often cited as a key component of a successful data warehouse.

In order to complete this task, input from the end users was required. The challenge here was to find a common ground on which to communicate regarding the individual elements, because the end users do not recognize the data elements in the context of the files they reside in, but rather by the data entry screens on which they appear. To facilitate this process, a table was designed to record all of the information about each data element:

- The name of the element in the source file definitions
- The element ID in the SIS system
- The data type
- The screen(s) on which the element appears
- Valid values or ranges for the element
- A description of how the element is used in the operational system
- An indicator that the element is suitable for warehousing
- The dimension that the element will be assigned to in the warehouse
- Any other comments regarding special handling of the element for the data warehousing process

The following section describes the most significant findings of the analysis and design decisions that were made as a result of those findings.

2.4.1.2.1 Duplicate Values.

As noted in the previous section, some of the data elements related to a student’s academic program are stored in two separate files: the Student Demographics file and the Student Term file. The major difference between the two is that the Student Demographics file information represents the academic program data at the end of the program (or as of the current date), while the Student Term file represents a snapshot of the data for each term. Because the information in the Student Demographics file can be derived from the information
in the Student Term file, the Student Term file values were chosen for the data warehouse.

In another instance of data duplication, many of the values in the Course Term file are duplicated in the Student Term files, such as the College offering the course, Type Credit, RD Area and Level, and Session Code. In reality, this duplication of the values in the Student Term file is incorrect and can cause problems in calculating a student’s grade point average. For example, a course that has been coded as a Developmental Studies course (pre-college level), as indicated by RD Area and Level, is not to be used in calculating a student’s grade point average (GPA). The duplication of the data element in the Student Term file permits a data entry operator to code the course differently, for example, as a college-level course, for an individual student. This would cause the course to be included in the GPA calculation. Because these data elements describe a course, rather than an instance of a student taking a course, the Course Term file values will be used.

2.4.1.2.2 Unreliable Data.

One of the major analyses that we want to be able to do is comparison of student performance based on the full-time or part-time status of the course instructor. The SIS system as delivered does not provide a data element to indicate if the course instructor is full-time or part-time. To provide this capability, an unused field in the Course Term file was redefined to store an “A” to indicate a full-time instructor and a “B” to indicate part-time. One problem with this is that the data element is an attribute of the course, rather than the instructor, so that an instructor could be coded as full-time for one course and part-time for another. Although steps have been taken to reconcile these data, this has only occurred during the past two to three years, and data prior to that time are highly unreliable. The solution, then, was to try to find a more reliable source for this information. The Human Resources System (HRS) was the most likely
candidate, because information about an individual’s employment status must be reliable for state and federal reporting requirements. This information is stored in the form of a job code that is assigned to each employee for a particular time period of his or her employment contract. The primary drawback to this solution is that the HRS system is based on calendar and fiscal years, rather than semesters, which may complicate the time dimension somewhat. A secondary advantage, however, is that the name field in HRS is much more reliable as well. Two files from HRS will be used to extract this data: the Assignment file and the Employee Data file.

It should be noted that this is a significant finding in favor of the bottom-up approach. The top-down method uses the approach of analyzing current queries and then using those to build the data warehouse views. Currently, we do not have a means to “join” files from SIS with those in HRS, which is what we effectively are doing here. Instead, we are using the SIS full-time/part-time indicator in all queries where the instructor’s employment status is of interest. As a result, many of the reports using this value may be inaccurate.

2.4.1.2.3 Preservation of Anonymity.

Federal regulations regarding confidentiality of student records present a somewhat unique challenge to educational institutions when it comes to designing analytical processing systems. While these regulations are moving toward disallowing the use of Social Security numbers for any other type of identification, the SIS and HRS systems currently use the SSN as the Student ID and Employee ID, respectively. Also, the data warehouse will provide users with drill-down capability to view detailed data, and care must be taken to ensure that restrictions on data access that are present in the source databases are preserved in the data warehouse. One measure that will be taken to preserve confidentiality is the use of system-generated ID’s in the data warehouse to replace SSN’s. These ID’s must be unique across the data warehouse because
there will be instances where an employee is also a student. A second measure to be taken is that individual names will not be stored in the data warehouse views, and users with restricted access to the source systems will only have access to appropriate views and not to the underlying tables.

2.4.1.2.4 Storing Calculated Values.

Several data elements stored in the SIS system are actually calculated values, such as the credit hours earned, quality points earned, and grade point average. These values appear primarily as attributes of the Student Term entity. The decision we needed to make was whether or not to recalculate these values before storing them in the data warehouse. Although recalculating may be the more accurate option, in this case we are more interested in representing the “official record”. Therefore, the stored calculated values will be extracted directly from the SIS system and loaded into the data warehouse without manipulation.

2.4.1.2.5 Other Findings.

Organizations involved in manufacturing and sales are able to measure their success based on concrete numerical analyses. Educational institutions measure their success by less tangible comparisons. The DSP is successful if a student who enters college unprepared for college-level studies leaves the program with the necessary skills to perform college-level work. Measuring this requires a baseline for each student, which is established by scores on standardized tests. At Northeast State, a student’s initial placement into Developmental Studies courses is determined by their performance on ACT and/or SAT standardized tests. If a student did not take either of these, or the scores were no longer valid, he or she may have been required to take another placement test designated by the college. Storing these scores requires the inclusion of two additional source files from the SIS system: the Developmental Studies Placement file, which stores DSP placement data, and the Basis of
Admission file, which stores standardized test data and high school diploma information.

2.4.2 Designing the Entity-Relationship Model

Once the source file analysis was completed, we had a better understanding of how we view the data in our databases and which data elements we consider to be our sources of “truth”. We recorded the “warehousability” of each element as part of the analysis and also assigned each element to a prospective entity. The table can now be used to construct the ER diagram, shown in Figure 10.

The entities fall into two groups – those that are static, shaded green in the diagram, and those that change from one semester to the next, shaded pink. Also, many of the attributes are actually codes that are translated by other entities. Because the inclusion of all of these entities adds unnecessary confusion to the diagram, these are noted by an asterisk (*) and a foreign key designation (FK).

In addition to providing a visual representation of our data, the ER diagram will serve as the model for constructing a physical database to serve as the staging area for the data warehouse. Staging areas are commonly used in data warehousing to facilitate the processes of extracting the data from the sources, cleansing the data, and preparing it for loading into the data warehouse structures (commonly referred to as ETL processes). The physical database, which we will refer to as the “Base Warehouse”, consists of 41 tables, including the translator tables described in the previous paragraph. After the programs and procedures were written to load these tables, we began the process of designing the data models required to support the specific reports we need.
2.4.3 Designing the Star Schema

The first step in the process of designing the star schema for the data warehouse is to identify the measures and dimensions. For the measures, we need to determine the level of detail, or granularity, of data that we need that will provide the most flexibility. The reports that we will be producing actually use a variety of measures, so the objective is to define those measures and determine how they can fit into one or more fact tables.

2.4.3.1 Instructor Analysis Reports.

The first set of reports calculates the counts and percentages of part-time and full-time instructors by various categories. This measure will not actually be stored in the fact table, because we are counting the number of joins, but will be calculated at query time. As far as the dimensions, we need to know if instructors are full-time or part-time, so we will need an Instructor Dimension that has as an attribute the job description. We also want to view the counts by course type (DSP vs. non-DSP) and location, so we need a Course Dimension that stores those attributes. Finally, we will need a time dimension so that we can view the data by individual semesters. The star schema for this set of reports is shown in Figure 11.

The second set of reports compares grade distributions. The measures in this case will be the total counts for individual courses by the following categories: total enrolled in the class, total receiving a grade of “A”, total receiving a grade of “B”, etc. By adding these measures to the previous fact table, we can use the same star schema to produce both sets of reports. The revised star schema is shown in Figure 12.
2.4.3.2 Student Analysis Reports.

The student analysis reports compare all enrolled students with those designated as DSP students. For one set of reports, we need counts of first-time freshmen and counts of returning students. We want to look at these counts based on certain demographics: ethnic origin, gender, age, and the DSP status. The second set of reports looks at the number of students enrolled in DSP courses by classification (the number of credit hours earned). In both cases, our
measures will not be stored in the fact table, but will be calculated measures. We will need the Term Dimension from the previous set of reports and a Course Dimension, to determine course type. The Student Dimension is bit complicated, because the ethnic origin, gender, and DSP status do not change from one semester to the next, but the age and classification do. The solution is a snowflake schema, as shown in Figure 13. In the next section, these designs and reports will be compared with current reports being produced from the SIS system.
The first step in developing a data warehouse using the top-down approach is to analyze current query behavior and then use the data fields being used in those queries as the attributes in the data warehouse. This method can produce quicker results than the bottom-up method in terms of development time, but it also assumes that the reports currently being generated are producing correct information. To determine how the top-down method compared to the bottom-up method that was actually used to implement the Northeast State data warehouse, programs that are regularly run out of the SIS system to produce reports were analyzed to determine the source elements used in the programs. The report programs were then compared to the documentation of the data warehouse sources to find instances in which the data warehouse is using different data sources for the same information.

Of the 20 reports analyzed, there was only one instance of a data element’s being used in the SIS reports that was not included in the data warehouse in any form. This element (the high school from which the student graduated) was not included for two reasons: (1) the data were not requested in the original reports specifications for the warehouse and (2) the element is stored in a file that has not yet been included in the data warehouse because it does not include any other data in the report specifications. There were five cases where data elements used in the SIS reports are not used in the data warehouse, but the information they represent is being calculated or obtained in a different way.

The first case is a field that serves as an indicator of whether or not a student is in the Developmental Studies Program. In the bottom-up analysis, it was determined that the element had been created to make reporting easier, but it is hand loaded and may not be completely reliable. Individuals who regularly use this particular field stated that more accurate information can be derived from
student placement information, so it was implemented that way in the data warehouse.

Another element used in the SIS system that is not used in the data warehouse is the student classification level (i.e. freshman or sophomore). This information can be derived by calculating the number of credit hours earned by the student. Because the requirement for each classification may change over time, it is actually incorrect to determine the classification based on a stored flag, rather than on credit hours. Similarly, the designation of a full-time versus part-time student is calculated from the student’s enrolled credit hours, instead of the stored “FT/PT” indicator, which is used in the SIS reports.

Some of the SIS reports are based on the use of fields that are known to be unreliable but are the only means of storing those particular data. Many reports use a field intended to designate how a course is to be listed in the printed class schedule as a filter for class location, rather than using the site code for the class. The site code was generally considered to be the more reliable field, so it was used in the data warehouse. It also provides more flexibility, because end users can group the sites in different ways, based on the particular report they need. Several of the reports requested from the DSP analysis are based on comparisons of full-time instructors with part-time instructors. As pointed out in Section 2.4.1, the field used for this designation in the SIS system is not reliable. For example, in a grade distribution report for the 1998 Fall semester, out of 760 course records, 76 were coded incorrectly:

- 37 records had part time instructors coded as full-time
- 38 records had administrative or support staff coded as full-time
- 1 record had administrative or support staff coded as part-time

The data warehouse uses information from the Human Resources System to determine if the instructor is full-time or part-time. Also, SIS only has two classifications, and administrative and support staff are technically neither.
Because there is a difference of opinion regarding which category these belong to, the data warehouse gives end users the option of including or excluding them as they see fit.

At this point, it appears that the bottom-up method was a good design option for the source data being used. However, an evaluation of the data warehouse is needed to help discover any weaknesses to the approach. The next chapter explains the procedure used to develop the criteria for the evaluation.
CHAPTER 3
DEVELOPING THE CRITERIA FOR THE DATA WAREHOUSE

Much of the current research pertaining to data warehouse quality shows that applying known methods of database design does not necessarily guarantee a quality data warehouse product, mainly because the requirements are very different for a data warehouse. To evaluate the quality of a data warehouse, the Data Warehouse Quality (DWQ) project, referenced in Chapter 1, used the Goal-Question-Metric (GQM) software engineering methodology described by Basili, Caldiera, and Rombach (1994) and expanded it for data warehouse specific measurement. In the GQM method, each part of the data warehouse architecture is defined as an “object”, and the user requirements are defined as “goals”. The components of the typical data warehouse architecture are shown in Figure 14. Metrics are defined to measure some property of each object in terms of quality. “Quality questions” are then formulated to relate the goals to the metrics. For example, if a high-level goal is “completeness”, the data warehouse object might be identified as “sources”. The quality questions could then be:

- What is the window of availability of the source(s)?
- How much history is contained in the warehouse?
- How far back is the historical data stored in the warehouse?
- How frequently is data extracted from the source(s)?

Thus, the first step in an evaluation is the development of a set of requirements. The remainder of this chapter describes the process of developing a survey to gather those requirements for the Northeast State data warehouse, and then summarizes the survey results.
3.1 Developing a Survey

In order to develop a baseline set of end user expectations, a survey was developed to determine the features or characteristics of a data warehouse that would be required for the intended users to consider the data warehouse a successful project. Using the DWQ quality framework (Jarke and Vassiliou 1997), shown in Figure 2, as a guide, first, the quality factors had to be defined, then metrics determined for those qualities, and, finally, questions developed to be asked of the end users in order to establish a range of acceptable values. Of the five quality factors in Figure 2, questions were developed to measure four of them. The definitions for each factor and the types of questions that were asked to establish the requirements for each are in the sections that follow. The complete survey is included in Appendix A.

3.1.1 Accessibility

Accessibility can actually be defined in two ways. First, it is the amount of time that a system is online and available to end users. This factor is fairly easy to measure, because we are primarily concerned with the number of hours per day and the days of the week that the system is available. The second definition is somewhat harder to measure, as it has to do with the end users' perceived ease of accessing information from the data warehouse, as opposed to the current level of access to the source systems. This is one of the more critical success factors because, if the data warehouse makes the data more difficult for the end users to access without providing any extra value in terms of information, the developers may have a difficult time selling the end product to the users (Greenfield 2001).
The questions regarding available days and times are fairly straightforward. The users were asked the minimum acceptable hours of availability each day, if they would prefer access during normal working hours over weekend and after-hours access, and how often they might expect to use the system. They were also asked how important the availability of the system is
to them compared to other criteria. Questions regarding the access to data asked about current levels of access to the source system, the importance of viewing detail data, and the necessity of the ability to manipulate data themselves.

3.1.2 Interpretability

The quality factor of interpretability in a data warehouse is primarily concerned with how well users are able to understand the information in the data warehouse reports. Because data warehouse data are often the result of aggregations and summarizations of the source data, it is important that the end users are provided some means to interpret the results they see in reports. Much of this understanding should come from the data models, but end users will also most likely need some form of documentation. The intended users at Northeast State do not have experience working with data models, so there is already an understanding that some training will be necessary to help them understand the models. However, other documentation should be provided in some form to assist users with using the reporting tools and analyzing the results. The only real issue here is the preferred format of documentation. The questions asked attempt to determine the types of documentation (if any) the end users currently use, as well as their stated preference, i.e. hard-copy manuals, online documentation, etc.

3.1.3 Usefulness

There are many factors that determine if the data warehouse is useful, but some can only be measured over a period of time. A good data warehouse is never really “finished”, particularly if it is successful with the users. At Northeast State, for example, the end users did not initially understand that the data warehouse would give them access to reports that were previously unavailable to them, and that they would be able to produce the reports themselves with
minimal IT intervention. Once they realized this, they immediately began asking about possible additions to the warehouse. If the data warehouse is not maintained properly or continually developed and expanded, its usefulness will decline over time. As Larry Greenfield states, “It’s very easy for the users to quickly go sour on a system they were enthusiastic about at roll-out time if the system personnel do not support the maturing of the system” (Greenfield 2001).

This aspect of usefulness cannot be measured until the data warehouse has been operational for a significant period of time, but there are other aspects that can be measured now. Some end users may prefer to have “raw” data available to them, while others may prefer a briefing book type of setup, with several pre-formatted reports readily available to them. We can ask questions regarding the importance of these features. Response time may be an important factor, so we need to determine the maximum amount of time that is acceptable to wait for reports to be run, using various querying scenarios. The reporting tool should be easy to use, else the users will likely fall back into the practice of contacting IT to produce reports for them. One way we can measure ease of use is by determining how many steps an end user is willing to perform to produce a report. Finally, we need to determine the level of detail users want to have available. Users may find that highly summarized reports that do not offer them the ability to drill down to more detail are not particularly useful.

3.1.4 Believability

There are many factors in data warehouse construction that can make believability a critical issue. In the best case, developers will be working with a relational database as a source system, where constraints have been properly applied to ensure that the data are clean and uniform. In most cases, however, developers will be working with systems that may not be very particular about data formatting, or about ensuring integrity by having a data element occurring only once in the database. The result of “dirty” data, where constraints are lax or
nonexistent, may be that calculations in the data warehouse produce results that differ from those in the source system. Also, some summaries may be incomplete because the particular attribute being used in the calculation is not mandatory in the source system. For example, a student record can be entered into the SIS system without a date of birth being specified. This means that summaries and aggregations using calculated ages will not be complete, because the date of birth is not known for some of the records. In cases where a data element is stored more than once in the database, end users may be using different instances of the element for reports, and results may differ based on which copy is used.

In all of these situations, the important issue is ensuring that end users have some way to know how each aggregation and summary was derived. If there are questionable figures in the data warehouse, the end users need to know why the results were not as they expected them to be, or do not match figures from the source system. To determine the best way to communicate this information, the survey questions asked what evidence would be most compelling to the end users to explain the data warehouse results. Methods of conveying the information were suggested as well, such as the ability to drill down and show the detail used to derive summaries, or documentation showing the original source of the data and the definitions of data elements. Users were also asked about how they currently go about reconciling reports that they receive from the SIS system.

3.2 Survey Results

The survey was advertised to the Northeast State campus community via e-mail, with a brief explanation of the data warehouse concept, as well as a description of the DSP analysis the data warehouse was being designed to support. Twenty-one individuals expressed an interest in participating in the project. The survey was distributed to these participants, and 14 of those were
returned. The following sections discuss the results in the context of each of the quality factors described in the previous section.

3.2.1 Accessibility

Most of the users surveyed are currently using the SIS system on a daily basis and have unlimited viewing access to student and course data. It is most important to them to have at least as much access to the data as they have in the SIS system. The days and hours of availability of the data warehouse are not as critical to them. They would like to have access during the week, during normal working hours. Although the answers to a direct question regarding the frequency of data refreshes were not conclusive, all of the respondents agreed that they would use the data warehouse if it was refreshed weekly.

3.2.2 Interpretability

Although the majority of users indicated that they do not currently use hardcopy documentation, most of them indicated that they would prefer a printed (or printable) manual or set of instructions over online help. This may be because the primary documentation available for the SIS system is online, context-sensitive help. The hardcopy documentation is maintained in a rather formidable set of notebooks that is not frequently updated by the vendor. Also, most of those surveyed indicated that they find reports in a tabular format easier to interpret and understand than other formats, such as formatted reports, or charts and graphs.

3.2.3 Usefulness

Most of the individuals surveyed indicated that it was important to them to have data available to them in downloaded text files so that it could be imported into an analysis tool of their choice, but they also indicated that they would like to
have a collection of pre-defined reports from which to choose. Answers to questions regarding response times were not conclusive, perhaps because of the frame of reference of the users. Very few of the individuals surveyed are currently able to produce their own reports from the SIS system, so they did not answer the questions with the idea of submitting queries themselves and waiting for the results. In terms of the ease of use of the reporting tool, nearly all of the responses indicated that the users would not want to perform more than five steps to produce a report. Finally, the end users all agreed that they would like summarized data for all of the dimensions (Student, Instructor, Course, and Semester), but the results were evenly divided regarding the dimensions for which they need detail data.

3.2.4 Believability

The results of this set of survey questions indicate that the users need both access to detail data used to derive summaries and the documentation of the original source of the data in order to reconcile questionable data warehouse reports. The answers to questions regarding the users’ current methods of reconciling reports were varied, with several users indicating that they do not question the current reports from the SIS system. Finally, most of the individuals surveyed responded that the most important item of documentation would be the definition of the data elements, followed closely by the date that each element was last refreshed.

The next chapter explains how the results of this survey were used to design an evaluation instrument using the GQM methodology.
CHAPTER 4
EVALUATING THE DATA WAREHOUSE

Now that the requirements for the data warehouse are established, the GQM methodology will be applied to complete the evaluation phase. The next step is to develop a set of quality schemas that define:

- The object in the data warehouse architecture
- The metrics to be used
- The means to be used to conduct the measurement

Figure 15 shows a template of the quality schema. In the GQM methodology, as adapted by the DWQ project, the schemas were implemented as a database (or as part of the data warehouse meta data), and that database could be queried periodically to measure the state of the data warehouse (Jarke and Vassiliou 1997). For this study, the quality schemas will be used to develop an evaluation tool to be administered to the end users surveyed in Chapter 3. The complete evaluation is included in Appendix B. The sections that follow describe each of the nine schemas that were developed, the evaluation questions or processes that were derived from them, and the results of that evaluation. The final section gives an overall summary of the evaluation, as well as general user perceptions of the warehouse.

4.1 Description of the Quality Schemas

Before the evaluation could begin, the reports required by the DSP analysis request were processed and made available to the users. The data warehouse itself was implemented in a SQL Server 2000 database, so the simplest end user tool to use was the Excel Pivot Table. In some cases, data cubes were defined in Microsoft Analysis Services that were then accessed via Excel, while other reports were generated directly from the SQL Server tables (Microsoft Corp. 2001). Excel was chosen because most of the end users were
already familiar with it, and it interfaces well with Analysis Services. The evaluation phase was advertised to the same group of individuals who filled out the survey described in Chapter 3, because the evaluation tool was based on their responses to that survey. Fifteen individuals expressed a desire to participate in the evaluation. A training session was held to familiarize the users
with the Excel Pivot table tool, and to explain the processes that were followed to design and construct the data warehouse. Seven individuals attended the training, so the remaining eight were given hardcopy documentation (which was also distributed to those who attended the training) to assist them with using and interpreting the reports. The pivot tables used for the evaluation were made available to the evaluators on the campus network. Of the 15 evaluations distributed, 10 were returned.

4.1.1 Quality Schema 1

This schema, shown in Figure 16, provides a guideline for measuring accessibility in terms of the ability to obtain at least as much information from the data warehouse as from SIS. The users were provided a set of reports from the data warehouse and were asked the following types of questions:

- Do the data warehouse reports provide as much information as SIS provides?
- Is there information in the data warehouse that has been unavailable to you in SIS?
- Are the data warehouse reports harder to understand, easier, or about the same?

Of the users who regularly use the SIS system and receive reports from the system, all agree or strongly agree that the data warehouse provides at least as much information to them. Eighty percent agree or strongly agree that the data warehouse reports provided information that had not been available to them in SIS, with twenty percent responding with no opinion. The majority of evaluators found the data warehouse reports easier to understand. Overall, the users had very favorable opinions regarding the access to information provided in the data warehouse.
Chapter 3 discussed each of the quality factors individually, but some of the factors overlap in terms of the data warehouse objects and characteristics that affect them. The quality schema in Figure 17 measures believability and accessibility in terms of drill-down capability. Using the Grade Distribution pivot table report, users were asked:

- Was the information in the drill-down reports meaningful to you?
• Is the detail easier to obtain in SIS?
• Are the drill-down reports harder to understand?

As shown in the quality schema, the data warehouse design is the object that most affects the drill-down capability. This particular part of the design was especially challenging because the designer needs to be able to recognize the hierarchies that exist in the data and then represent them correctly in the star schema designs. The evaluators’ impressions in this area were again very
favorable. All of the respondents agree or strongly agree that the drill-down reports provide meaningful information. They also agree that the detail information is easier to obtain than in SIS. Finally, 80% indicated that the drill-down reports were easy to read and understand.

4.1.3 Quality Schema 3

The survey indicated that the majority of end users want to have downloadable data available to them in addition to pre-processed reports. With the tools being used, both of these requirements can be easily satisfied for each report because any table can be exported directly to an ASCII file. Figure 18 shows the quality schema used for the evaluation of usefulness based on the availability of exported data. Of the reports requested for the DSP analysis project, 74% are available as exported text files. About 7% of the requested reports cannot be produced without the addition of census data to the warehouse or are based on data from the source systems that is not reliable.

4.1.4 Quality Schema 4

Although the end users surveyed indicated that the time needed to run reports was not an important issue, this may have been because those surveyed do not have a great deal of experience running their own reports. Processing times may become more of a factor as time goes on. The evaluation represented by the quality schema in Figure 19 assesses the usefulness quality factor based on the time required to run reports. To evaluate this, each of the available reports was processed and timed. The reports were processed via a remote connection using a 56K modem, so these numbers should represent a worst-case scenario. Fifty-nine percent of the reports processed in one second or less. The longest processing time was 28 seconds. The mean processing time was 10.1 and the median was 1 second.
4.1.5 Quality Schema 5

The users who were surveyed indicated that documentation of data sources was an important feature for validating data warehouse reports. The quality schema in Figure 20 shows how documentation of data sources can be
used to measure the believability factor. Several steps have been taken during the design process to ensure that the data sources are clearly documented and traceable. For example, data elements in the star schema, which the end users may use to help them produce reports, are given meaningful names so that their origin is clear to the users reading it. Also, the source elements from which the data warehouse tables and columns were derived are fully documented in an
Excel spreadsheet available to the end users. The measurement for this factor is the percentage of data warehouse fields that have their sources documented. One hundred percent of the data elements in the data warehouse are documented.
4.1.6 Quality Schema 6

The evaluation modeled in Figure 21 is similar to the evaluation for reports available as downloads (see section 4.1.3). The end users indicated in the survey they would like to have completed reports available online, as well as downloadable data. Of the requested reports, 74.1% are currently available online as completed reports or Excel Pivot Table reports. As noted in section 4.3.1, 6.9% of the reports cannot be produced from the data currently available in the warehouse.

4.1.7 Quality Schema 7

Figure 22 shows the quality schema that models the evaluation of accessibility in terms of the amount of time the system is online and available. The system was monitored over a period of three weeks, with any downtime being recorded. Other than regular refreshes, which take place on weekends, the system is available 24 hours per day unless a network problem or hardware problem causes the system to be unreachable. Also, any maintenance on the machine is scheduled for after working hours or on weekends. Because the end users’ requirement is that the system be available during workings days and hours, this criterion has been met.

4.1.8 Quality Schema 8

The metric chosen to measure the usefulness factor of the data warehouse in terms of the ease of use of the end user tools was the number of steps required to produce a report (see Figure 23). For the survey, the majority of users indicated that they would not want to perform more than five steps to run their own reports. The evaluators were given five reports to process from a given Excel Pivot Table and were asked to record the number of steps (mouse clicks) required to produce the report. Users were instructed to begin counting when
they had the pivot table visible on the screen. Eighty percent of the individuals completing the survey used the Pivot Table tool. Generally, the evaluators were able to produce each of the reports in five or fewer steps, but even those that found that it required more steps stated that they found the tool easy to use and would like to have more reports available in the same format.
4.1.9 Quality Schema 9

The final quality schema, shown in Figure 24, evaluates the ETL processes being used in the data warehouse in terms of their effect on accessibility and usefulness. The users surveyed indicated that data should be refreshed at least once per week in order for them to be considered useful. Because they also indicated that the system need not be available on weekends, there is a fairly large window of availability for completing the refresh process. Nevertheless, these processes will be competing with normal batch processing somewhat, so they will need to be as efficient as possible. To measure this, the procedure for performing a full refresh of all of the base data warehouse tables and the star schemas was timed from start to finish. The time required to perform a full refresh was approximately 8 hours, which should be easily manageable over a weekend. Also, many of the processes currently being used can be streamlined or simplified to make the procedure run more quickly. In reality, there would be little to be gained by weekly refreshes. Unlike typical sales or production data, which represents on-going, daily data entry processes, academic data tends to be stored in “snapshots”. Therefore, the actual date of the refreshes is more significant than the time required to perform them. Eventually, the refreshes will most likely be performed twice per semester – once on the fourteenth day of classes (known as the “census day”), which represents official enrollment numbers, and again at the end of the semester, when all grades have been entered into the system. With this in mind, the refresh times should not be a significant factor.

4.2 Overall Evaluation

The evaluators were asked questions at the end of the evaluation regarding their general perceptions of the data warehouse. Of the users who responded to those questions, the opinions were very favorable. All of the individuals indicated that they would continue to use the data warehouse, rather
than SIS, for reporting, and that they would like to see the data warehouse expanded to include more types of data. When asked what was the best feature of the data warehouse, the most common response was the ease of use. Others responded that the easy access to comprehensive, in-depth information was the best feature. In answer to the question regarding changes they would like to see
made, the most common response was that they would like to have more reports available and more types of data included.

The weakest areas of the data warehouse currently are in the areas of available reports and documentation for using the Pivot Table tool. As mentioned in section 4.1.2, to make the most effective use of the Pivot Tables, the designer must identify the hierarchies that exist within the data, and these are not always obvious. For example, the grade distribution reports are currently most useful for viewing the grades in the DSP classes, and the design hierarchy only looks at DSP classes versus non-DSP classes. However, more hierarchies exist within the non-DSP classes that could be exploited to make very informative reports for administrators responsible for those classes.

The individuals participating in the data warehouse evaluation represented a varied cross-section of college employees. Not all of these individuals are in decision-making roles, but many expressed the opinion that the information provided by the data warehouse would be very useful to college administrators who are in such roles.
CHAPTER 5
CONCLUSIONS

The purpose of the research described in this paper is to analyze the process of designing and constructing a data warehouse for an academic institution and to document the special characteristics of academic data that affect the data warehousing processes. Some of these characteristics are specific to data sources organized as complex flat file structures. This chapter discusses the conclusions reached as a result of this research.

5.1 Top-Down vs. Bottom-Up Method

The analysis of current reporting behavior, described in section 2.4.4, showed that the top-down method could not meet the requirements for the Developmental Studies Program analysis. The top-down approach makes the assumption that reports currently being produced from the source systems are correct, and the research done in this project has shown that this is not the case. Current reports frequently make use of hand-keyed data elements that represent other “original” elements, thereby introducing an increased possibility for error. In addition, the fact that the source systems are not currently integrated at all means that unreliable data elements must sometimes be used for reporting, even if a more reliable data element exists in another system. Once the unsuitability of the top-down method had been determined, the focus of the research shifted from comparing the two design methods to determining if the reporting requirements could be met using the bottom-up method and documenting problems encountered during the process.

The evaluation of the data warehouse, as detailed in Chapter 4, showed that the bottom-up method was indeed successful in meeting the requirements for the DSP analysis, as well as end user performance requirements. Also, several of the end users expressed an interest in having other types of reports
available from the data warehouse, in addition to those defined for the DSP analysis. Because the bottom-up method was used, much of the data needed for those reports have already been extracted and incorporated into the existing data warehouse.

5.2 Academic-Specific Issues

One of the issues encountered specific to academic data that affects the data warehouse process concerns the time characteristics of the data. In most business-oriented database applications, sales and production data are entered into the system on a continual basis. Time constraints on the data are somewhat artificial, meaning that the information is grouped into time categories for accounting convenience. By contrast, academic data are stored in snapshots, with very definite beginning and ending dates. Primarily, institutions tend to be most interested in the data as they exist at the official census date and at the end of the semester. This means that frequent refreshes of the data are not necessarily important, but the refreshes must be done promptly and completely on those critical dates.

A second characteristic of academic data is that they tend to be more complex and multidimensional than business-oriented data for analytical applications. Research of star schema development for business applications implies that one well-designed star schema can meet most of the reporting needs of a particular area of the organization. In these applications, however, the measures are fairly straightforward, and just a few dimensions exist. In some of the DSP reports, the measure was actually the count of joins of the dimensions, while other measures were evident in the fact table. A single star schema, with all of the dimensions necessary for the reports, would have been too complicated for end users to work with, so the solution was to use more, simpler star schemas to support each different aspect of the analysis (i.e. Instructor analysis, Student analysis, etc.).
5.3 Source Data-Specific Issues

Some of the issues encountered in designing and constructing the data warehouse were specific to the structure of the source data. First is the issue of duplicate data elements, and the necessity of determining a “copy of record”. As described in section 2.4, several data elements are duplicated in different files, with no guarantee that all copies are kept in synch. In order to ensure that the data warehouse contains the most reliable data, the developer must engage in analysis to determine which copy of the data end users consider to be most correct. In proper, normalized, relational databases, this is not an issue.

A second characteristic of this particular source data that is not commonly documented in literature is disparate systems. As previously noted, many of the current reports from the Student Information System are based on an unreliable data element, the full-time/part-time status of the instructor, primarily because a more reliable element is not available within that system. While a more reliable source exists in a “sister” application, the Human Resources System, the two applications do not interface with each other at all. Although it is not uncommon to incorporate many different external systems into a data warehouse, this particular situation was complicated by the time characteristics of the data discussed in section 5.2. The SIS data are stored in semester snapshots, but the HRS data are stored on a fiscal year basis. This complicated the task of incorporating that data into the warehouse, as the dates of employment for an instructor had to be matched up to the correct semester beginning and ending dates to determine the instructor’s full-time or part-time status for that particular semester.
5.4 Lessons Learned

One of the phases of the research project that proved to be the most cumbersome was the development of extraction routines. Most of these routines are COBOL programs run on the source systems, and the logic for cleansing the data is in those programs. That means that any time the cleansing rules change, the programs have to be modified and recompiled. The preferred method for extracting and cleansing data is to extract the data “as is” from the source systems into a staging area that has an identical structure to the relational database that will contain the clean data. All of the cleansing routines are incorporated into the transformation processes. The benefits of this method are two-fold: (1) the effect of the extraction routines on source system performance is minimized, since the overhead of the cleansing process is removed and, (2) modifications that need to be made to the cleansing or loading routines can be made on the fly.

A second item that proved to be a problem during data loads and refreshes was the definition of foreign keys in the physical database. The foreign keys in the data warehouse that were represented in the logical data models were also implemented in the physical data warehouse database. This resulted in several incomplete table loads, as records with old values for certain fields that are not longer valid (such as major codes or academic program codes) were encountered. Implementing the foreign key constraints does not really make sense for a data warehouse, since data entry control is not an issue. Most of the constraints have subsequently been removed.

Finally, as reports were developed for the end users, the importance of identifying the logical hierarchies that exist in the data became evident. Some of the star schema designs could have been done much differently to take advantage of those hierarchies and provide more flexible and informative reports.
5.5 Future Work

The results of the evaluation indicate that the users who have had the opportunity to use the data warehouse view it as a successful project. Most all of them agreed that it provided them with information they had not had access to previously, in an easy to use and easy to understand format. The key to ensuring that it remains a valuable information resource to the college will be continual modification, expansion, and tuning. As mention in the previous section, the extraction routines need to be rewritten to streamline the ETL processes. In addition, more data sources should be incorporated to expand the data warehouse to meet users’ increasing need for information.
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APPENDIX A

DATA WAREHOUSE SURVEY

1. Rank the following five items in order of importance to you.
   _____ Number of hours the system is available.
   _____ Days and times the system is available.
   _____ Ability to view detail data when needed.
   _____ Ability to download and manipulate desired data.
   _____ Same or better access to data currently accessed from SIS.
   _____ Other (please explain) ____________________________

2. How would you rate the importance to you of the ability to extract “raw” data (i.e. data in text format) from the data warehouse to manipulate at the desktop level, for example, in Excel or Access?
   _____ Very important
   _____ Somewhat important
   _____ Not important

3. For standard reports that you will be processing frequently, what is the maximum acceptable response time?

4. Indicate your current level of use of the SIS system.
   _____ I use the system on a daily basis
   _____ I use the system several times a week
   _____ I occasionally use the system during the semester
   _____ I rarely or never use the SIS system
5. In situations where data from the data warehouse conflicts with SIS reports, what would be the most compelling evidence to you that the data warehouse data is correct?

_____ The detail data that was used to derive the summary

_____ Documentation that shows the source(s) of the data

_____ Other (please explain) ________________________________

6. Select the option that best describes your preference for producing reports.

_____ I would like an icon on my desktop that will automatically display my reports

_____ I would like to be able to select from a list of pre-defined reports

_____ I want to be able to produce my own reports using a graphical interface

_____ I want to be able to produce my own reports from a command line interface

_____ Other (please explain) ________________________________

7. What is the minimum number of hours of up time per day that you consider acceptable?

8. Describe your current level of viewing access to data in SIS.

_____ All or partial access to student data

_____ All or partial access to instructor data

_____ All or partial access to course data

_____ Unlimited access

_____ Other (please explain) ________________________________
9. For ad hoc reports, what is the maximum acceptable response time?

10. Rank the following in order of your preference regarding documentation for a software application.

_____ Hardcopy user’s manual
_____ Online documentation
_____ Context-sensitive help
_____ Diagrams and charts

11. If you are using a graphical interface to create your own reports, what is the maximum number of steps that you want to perform to produce the report?

12. What days of the week would you require the data warehousing system to be available to you?

13. If a particularly complicated ad hoc report required 30 minutes to run, would you use the report again? If it required 1 hour?

14. What best describes your current use of documentation for software applications.

_____ I frequently use hardcopy manuals
_____ I normally use online documentation only
_____ I will call someone for help using the application
_____ I do not use software applications that are not readily usable

15. Considering the reports you currently receive from the SIS system, how do you go about reconciling questionable results from these reports?
16. How do you prefer to view report data, or what format is most meaningful to you? (Rank in order)
   _____ Graphical – graphs, pie charts, etc.
   _____ Tabular format
   _____ Formatted report
   _____ Other (Please explain) ________________________________

17. Considering an analytical processing system, if you had to choose between a system that is available to you during normal working hours and one that is available evenings and weekends, which would be most useful to you?

18. How frequently will you require data to be refreshed in the data warehouse?
   _____ Daily
   _____ Weekly
   _____ Monthly
   _____ At the end of each semester
   _____ Variable throughout semester
   _____ Other (please explain) ________________________________
19. Select the level of detail that best describes the level of detail of data that you require. Each data perspective (student, instructor, course, semester) will be referred to as a “dimension”. You may select all that apply.

_____ Detail by student dimension
_____ Detail by instructor dimension
_____ Detail by course dimension
_____ Detail by semester dimension
_____ Summaries at all dimensions

20. If the data in the warehouse were refreshed on a weekly basis, would you use the warehouse for producing reports?

21. Rank the following documentation items in order of importance to you.

_____ Origin of data element (i.e. the “system of record”)
_____ Data element mapping to original system
_____ Date the element was last refreshed
_____ Modifications to data (summary)
_____ How the data was reconciled
_____ Definition of data element
APPENDIX B
DATA WAREHOUSE EVALUATION

A. Accessibility of Information

For each of the following questions, please put a check beside the answer that best represents your opinion.

1. There is at least as much information in the data warehouse reports as in reports from the SIS system.

   ____ a. Strongly agree
   ____ b. Agree
   ____ c. Disagree
   ____ d. Strongly disagree
   ____ e. Don’t know

2. The data warehouse reports contain information that has not been available to me in SIS.

   ____ a. Strongly agree
   ____ b. Agree
   ____ c. Disagree
   ____ d. Strongly disagree
   ____ e. Don’t know
3. How would you compare the data warehouse reports to SIS reports in terms of understandability?

____ a. Data warehouse reports are harder to understand
____ b. Data warehouse reports are easier to understand
____ c. They are about the same
____ d. No opinion

In data warehouse terms, “drilling down” is the ability to view summarized data in more detail. The Grade Distribution report is an example of drilling down. Please answer the following questions about the Grade Distribution report.

4. The information in the drill down reports is meaningful to me.

____ a. Strongly agree
____ b. Agree
____ c. Disagree
____ d. Strongly disagree
____ e. Don’t know

5. The detail information is easier to get to than in SIS.

____ a. Strongly agree
____ b. Agree
____ c. Disagree
____ d. Strongly disagree
____ e. Don’t know
6. The drill down reports are harder to understand.

_____ a. Strongly agree
_____ b. Agree
_____ c. Disagree
_____ d. Strongly disagree
_____ e. Don’t know

B. Using Pivot Tables to Produce Reports

If you are not using the Excel Pivot Table tool, please proceed to section C.

To answer the questions below, record the number of steps required to produce each report. Begin counting steps after you have the Grade Distribution pivot table visible in Excel.

_____ 7. List the grade distributions by course for all Development Studies courses.

_____ 8. List the grade distributions by on-campus classes vs. off-campus classes.

_____ 9. List grade distributions for Basic level courses.

_____ 10. List grade distributions by instructor.

_____ 11. List total grade distributions by semester
Using the Pivot Table – General Perceptions

Place a check mark next to the answer that best describes your opinion.

12. I found the Pivot Table tool easy to use.
   ____ a. Strongly agree
   ____ b. Agree
   ____ c. Disagree
   ____ d. Strongly disagree
   ____ e. Don’t know

13. The reports produced by the Pivot Table were easy to understand.
   ____ a. Strongly agree
   ____ b. Agree
   ____ c. Disagree
   ____ d. Strongly disagree
   ____ e. Don’t know

14. I would like to have more reports available in this format.
   ____ a. Strongly agree
   ____ b. Agree
   ____ c. Disagree
   ____ d. Strongly disagree
   ____ e. Don’t know
C. General Perceptions of the Data Warehouse

15. Would you continue to use the data warehouse for reporting?

16. Where possible, would you use the data warehouse instead of SIS for reporting?

17. Would you like to see the data warehouse expanded to include more types of data?

18. In your opinion, what was the best feature of the data warehouse reports?

19. If you could make one change to the data warehouse, what would it be?
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